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OUTLINE

® Elementary Data Analysis

® Group Comparison & One-way ANOVA
® Non-parametric Tests

@ Correlations

@ General Linear Regression

® Logistic Models
Binary Logistic Model
Ordinal Logistic Model
Multinomial Logistic Model



ELEMENTARY DATA ANALYSIS

The Explore procedure

® Exploratory data analysis

Summary statistics

Distribution plots

Analyze

Descriptive Statistics

Explore

Normality plots with tests

® The dependent variable must be a scale variable, while the grouping

variables may be ordinal or nominal.

Display

(3)Both () Statistics

() Plots

&= Explore
Drependent List:
If Age in years [age] | il .f Houzehold income in thousands [income]
& “ears at current address [address) 3 ‘ » |
d:l Income category inthousands [incoat] E —
f Price of primary wehicle [car] [ Factor List:
:[I Primary wvehicle price category [carcat] — i y Marital status [marital]
f Lewel of educstion [ed] ‘ » |
f Years with current employer [employ] -
& Retired [retire] || Lahel Cases by
.;I'I Years with current employver [empcat] B | ‘i |

Ok _” Paste || Reset || Cancel || Helgp




ELEMENTARY DATA ANALYSIS

E.g.. demo.sav

Explore the household income for married and unmarried people.

= Explore: Statistics

i Explore: Plots

.

Bozplots Descriptive
 Eactor ves togather] || [] Stem-anciat
Confidence Interval for Mean: o, () Dependents together Histogram
|:| M-estimators () tone
Qutliers Mormality plots with tests
|:| Percentiles Spread vs Level with Levene Test
() Mone
| Continue _J | Cancel | | Help () Power estimation
() Transtormed
() Untran=formedd
| Continue J | Cancel || Help
Tests of Hormality
kKolmogoroy-Smirnoe? Shapiro-ilk
Marital status Statistic af Sid. Statistic df Sid.
Household income in Lnmartied 2 3224 .oon B00 3224 .oon
thousands i
Married 222 7B 000 02 7B 000

a. Lilliefors Significance Correction




Frequency

ELEMENTARY DATA ANALYSIS

Histogram

for marital= Unmarried
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ELEMENTARY DATA ANALYSIS

The Crosstabulation table  Analyze

Descriptive Statistics
® Analysis of cross-classifications Crosstabs

® To examine the relationship btw two categorical variables
Nominal-by-nominal relationships

. . . . @ Crosstabs: Statistics @
Ordinal-by-ordinal relationships
|:| Chi-square |:| Carrelations
Nominal-by-interval relationships Nominal Ordinal
o . |:| Contingency coefficient |:| Gamma
Relative risk measurement Ol cranersy | | C]somers'a
|:| Lambida |:| Kendall's tau-b
Ag reement meqsurement |:| Uncertainty coetficient |:| Kendall's tau-c
Hominal by Interval [ | Kappa
[1Eta [ Risk
|:| Mcremar

|:| Cochran's and Mantel-Haenszel statistics

| Cortinue || Cancel ||_J




ELEMENTARY DATA ANALYSIS

E.g.:
Test and measure the relationship btw the job satisfactions and the number of year
with current employer.

% Crosstabs

_ e — | Stefistics... |
W Adge in years [age] | i ,{I Years with current employer [empcat] P
&7 Marital status [marits] | - | | Cells... |
ﬁ Years at current address [address] - |W|
ﬁ Houzehold income in thousands [income] | Columniz]; -
,{I Income category in thousands [incosat] - |— ﬁ Job zatizfaction [jobsat)
ﬁ Price of primary vehicle [car] | » |
il Primary vehicle price cateary [carcat] -
ﬁ Level of education [ed] | rLayer 1of 1

ﬁ Years with current employer [emplay]
&7 Retired [retire]

9,,1 Gender [gender]

& Mumber of people in household [reside] | - |

ﬁ Wireless service [wireless)
&2 Muttiple lines [muttine]

[4]

Dizplay clustered bar chartz

[ ] suppress takles

Ok, _“ Paste || Reset || cancel || Helg




ELEMENTARY DATA ANALYSIS

Chi-Sguare Tests

Asyrmp. Sin.
Walue df (Z-zided)
Fearson Chi-Sguare 1.690E2 g .ooo
Likelihood Ratio 1747.380 a8 .ooo
Linear-ty-Linear
Assaciation 1625767 L 000
M ofvalid Cases G400

a. 0 cells (.0%) have expected count less than 5. The minimum expected countis 315,37,

Directional Measures

Agyimp. St
Walue Errord Anprog
ordinal by Ordinal - Somers'd  Symmetric 418 .aos 4T B
Years with current '
emplayver Dependent 382 008 47 6t
Job satisfaction
Dependent 461 .010 47.6¢
a. Mot assuming the null bypothesis,
h. Using the asymptotic standard error assuming the null hypothesis.
Symmetric Measures
Asymp. Std.
Yalue Errord Approx. TP Approx. Sig.
Ordinal by Ordinal  Kendall's tau-h 420 009 AT B&5 .aoo
Kendall's tau-c 458 010 47 BA55 .oon
Gamma BE60 011 47 655 .onn
M ofWalid Cases E400

a. Mot assuming the null bypothesis.
h. Using the asymptotic standard error assuming the null hypothesis.

Count

Bar Chart
1,000 Job satisfaction
W Highly dissatisfied
H somewhat dissatisfied
[ Heutral
| W somewhat satisfied
600 O Highly satisfied
500
400
200
g
Less than 5 Stol1s Maore than 15

Years with current employer



GROUP COMPARISON & ONE-WAY ANOVA

T Tests

® The one-sample T test
® The paired-samples T test (skip)
® The independent-samples T test

Analyze
Compare Means

Analyze  Graphs  Ltilties

Add-onz

Windowe  Help

Reportz
De=criptive Statistics
Takles
Compare Means
zeneral Linear Madel
Generalized Linear Models
Mized Models
Correlste
Regression
Loglinear
Classify
Diata Reduction
Zcale
Monparametric Tests
Time Series
Survival

Mizzing Yalue Analysiz...
Multiple Responze
Guality Contral

ROC Curve..
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atistics

M Means...
t one-Sample T Test..
1
n,!n; Paired-zamples T Test...
F OneWay ANOVA,

we Independent-Samples T Test ...

Yariances

Levene's Test for Equality o

S,

037




GROUP COMPARISON & ONE-WAY ANOVA

E.g.:

1. Test if the average household income equals to 75k.

2. Test if the average household income for married and unmarried people has no
significant difference.

[ 1
@ One-Sample T Test
Test Yariahle(s): |
4
& Age in years [age] | ﬁ Houzehald income intho...
ﬁ Marital status [marital] |
& Years st current add... |
,{I Income categary int... | |
ﬁ Price of primaty wehi... I " ..
ol Primary vehicle price... % Independent-Samples T Test
ﬁ Lewvel of education [ed]
@b Years with current e..| | Test Yariable(s): Optians |
& Retired [refire] ' Test Yalue: ¥ Agein years [ags] |~ & Household income intho. | ——————
ok || easte || Reset || concel |[ Hew | | ¢ Yesrsatcurentacd.|

d:l Income category int... |

ﬁ Price of primary wehi... || |i|
,{I Primary wehicle price...
ﬁ Level of education [ed]
ﬁ “ears with current e Grouping Yariable:

& Retired [retire] | [martaic 1) |
,{I fears with current ... |
&% Johk satizfaction [joks. | ™

| Cil _” Paszte || Reset || Cancel || Help |




GROUP COMPARISON & ONE-WAY ANOVA

One-way analysis of variance

® to test the hypothesis that the means of two or more groups are
not significantly different.

E.g.:

Test if the average household income for the five
education groups are different. If there is significant
difference, identify which groups have the major

difference.

| B One-Way ANOVA

@ (One-Way ANOVA: Options

[ W Afe in vears [age]

f Marital status [marital]

& Retired [retire]

| & ‘ears at current address [address]|
d:l Incame category in thousands [in...
- ﬁ Price of primary wehicle [car]

) d:l Primary vehicle price category [ca...
| f Years with current employer [em...

|l vears with currert smolaver lem... [

Dependert List: |T|
| & Househald income in thousands [inca... %
o | Post Hoc. ..
= |T| | Options...
Factor:
B & Level of education [ed] |
8] _“ Paste || Reset || Cancel || Help |

Statistics

|:| Fixed gMd random effects

gmogeneity of variance test

/| Brown-Forsythe

[ ] wiglch

Means plot

Missing Walues

() Exclude cases analysis by analysis

() Exclude cases listwise

Continue _J |

Cancel

Help




GROUP COMPARISON & ONE-WAY ANOVA

90.007

80.00

Test of Homogeneity of Variances

70.00

Household income in thousands

Mean of Household income in thousands

a4 Levene
Statistic il df2 Sidg.
14.76R 4 B395 000 60.00-]
nHDHn Die net :l:omplete High scholol degree  Some :I:ollege College'degree Pod-undérgraduate
high schoal degree
Household income in thousands Level of education
sum of
Sguares df Mean Sguare F =118
Between Groups ATENTY.E9Y 4 H4019.924 16.2049 oo
Within Groups 3. H28ET B395 6141 630

Total 3. 9B5ET ha44




GROUP COMPARISON & ONE-WAY ANOVA

Multiple Comparisons

L One-Way AMOVA: Post Hoc Multiple Compariso

Equal Yariances Assumed

7] []s-n-k [ vslier-Durn
[ ] Bonterroni [ Tukey

[ Sickak [] Tukey's-h [] Dunnett

D Scheffe |:| Duncan

[ RE-GWF [ Hochberg's T2 [Test

[ IRE-GwW@ [ kel

Equal Variances Not Assumed

Tamhane's T2 D Dunnett's T3 |:| Games-How
Significance level:

| Continue J | Cancel | |

Househald income in thousands

Tamhane
95% Caonfidence Interval
Mean
Difference (- )
il Level of edycation th Level of education o Std. Error Sig. Lower Bound  Upper Bound
Did not complete high High school degree -B.34094 2.33139 64 -12.8724 1405
schoal .
Sorme college -10.26837 2.74450 00z -17.9587 -2.578
College degras -18.78400° 3.01158 000 -27.2233 -10.3447
Postundergraduate _ i _ _
degree 2730373 526659 000 421229 12,4845
High school dearee Did nat complete high R
=chol F.34094 2.33139 64 14904 12.8724
Sorme college -3.82743 2.74970 A1 -11.6318 3.77EY
College degres -12.44305° 3.01632 .0oo -20.80952 -3.9909
Fost-undergraduate _ i _ R
degrae 2096279 5.26930 001 35.7894 £.1362
Some college DI not complete high 10268377 2.74450 002 25781 178587
High school degree 392743 2.74970 211 -3.776D 11.6318
College degres -B.51563 3.345491 05 -17.8907 8594
Fost-undeargraduate "
dagree -17.03536 546464 g -32.4016 -1.6691
College degree Did not complete high 18784007 301158 00 10.3447 272233
sSChoo . . . . )
High school degree 12.44308 3.01632 .0oo 3.9909 20.8952
Sorme college B.51563 3.34591 A05 -.85094 17.8907
Postundergraduate
degree -B.51973 5.60384 749 -24.2704 7.2309
Fost-undergraduate Did not complete high "
degree =chonl 2730373 526659 000 12.4846 421229
High school degree 2096279 5.26930 001 f.1362 35.7894
Some college 17.03536 546464 g 1.6691 32,4018
College degres 8.51973 5.60364 749 -7.2309 242704

* The mean difference is significant at the 0.05 level,



NON-PARAMETRIC TESTS

Non-parametric tests

® Two-independent samples tests
® Tests for several independent samples

Analyze
Nonparametric Tests
2 Independent Samples
K Independent Samples

Analyze  Graphs  UWilties

Add-ons  Window  Help

Reports
Descriptive Statistics
Takles
Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regrez=zion
Loglinear
Classify
Data Reduction
Scale
MNonparametric Tests
Time Series
Survival

Missing Value Analysis .
Multiple Response
Guality Contral

ROC Curve. .
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| Lahel

je in years

arital status

2ars at current address
usehold income in thousands
zome category in thousands
ce of primary vehicle

imary vehicle price category
wvel of education

2ars with current employer
2tired

zars with current employer

4 a

@ Chi-Sguare..

|E| Binomial...

Runs...

[A] 1-sample k-5

M 2 Independent Samples...
K Independert Samples...
2 Relasted Samples.

E K Related Samples...



NON-PARAMETRIC TESTS

Two-independent samples tests:

Test if the household income varies btw married and unmarried people.

EH Two-Independent-Samples Tests
Test Yariahle List:
= Options...
f Age in years [age] = | f Haouzehald incame in thousancs [income] ﬂ| .
.f “ears at current address [address] ol qun-Wh Itney qnd
d:l Income categary in thousands [inccat] | ‘ +* ‘ .
& Price of primary vehicls [car] | WI'COXO“ teStS""
d:l Primary vehicle price category [carcat]
y Level of education [ed] ———  Grouping Yariakle:
.f “Years with current employer [employ] ‘ « ‘ |marﬂa|(c| 1)
& Retired [retire] Ll — R i
ith current emolover lemncst] 4 |m
Test Type Test Statistics®
Wenn-hitniey U
[v] v [¥] komoy Househald
[ Mozes extreme reactions [ | Wald-wioliowitz runs income in
thousands
| Ok Jl Paste || Rezet || Cancel || Help mMann-Yhitney L 5108032.500
Wil coxon W 1.03MET
Z -.158
Asymp. Sig. (2-tailed) a74

A, Grouping Yariable: Marital status



NON-PARAMETRIC TESTS

The two-sample Kolmogorov-Smirnov test

= Marital status
— Unmarried
— Married
Test Statistics®
all Household
income in
thousands
5 Most Extreme Differences  Absolute 016
=
- ) Positive 016
(5]
MHegative -Qog
Kolmogoroy-Smirnoy £ B3z
Azvmp. Sig. (2-tailed) 220
i a. Grouping Variable: Marital status

e

.00 200,00 400.00 500.00 800,00 100000 1200.00

Household income in thousands



NON-PARAMETRIC TESTS

K-independent samples tests:

Test if the household income varies among people with different educations.

EA] Tests for Several Independent Samples
& v ith nit employer [ < ?:arlab:;@i i thi o= [i . |
ears W current employer [emp...| ™| OLU=ENDIN INCOMmE 1IN INoUsands [INco... —_— M M
S e Using the median test to
d:l Years with current employer [emp... — | # ‘ H .
LD roars it e one pias detect the difference:
ﬁ) Mumber of people in household [re. . _
g Wiréless. service [.Wireless] e e Median Test
Iultiple lines [multine] « |ed(1 5)
ﬁ “oice mail [voice] D
& Paging service [pager] -] | Frequencies
Test Type Level of education
) . Did nat Fost
(] Kruskal-wallis H [¥] becian > complete high  High school College undergraduat
school degree Some college degree e degres
Household income in = Median 596 an7 G54 781 M8
. thousands _ _
| ok || Pacte || Reset || cancel || == Median 74 1024 706 f04 141
Test Statistics®
Househald
income in
thousands
K] E400
Median 45.0000
Chi-Snuare BE.9574
of 4
Asymp. Sig. oon

a. 0 cells (0%) have expected frequencies less than 5. The minimum expected cell frequency is 175.3.
h. Grouping Variable: Level of education



NON-PARAMETRIC TESTS

Using Kruskal-Wallis to Test Ordinal Outcomes

Kruskal-Wallis Test

Ranks
Level of education M Mean Rank
Househaold incorme in Did not complete high
thousands school 1390 2973.64
High school degree 1936 M17.23
Some college 1360 3195.49
College degree 13845 3460.93
Fostundergraduate
degres 359 3rar.a4
Tatal G400
Test Statistics="
Household
income in
thousands
Chi-Sguare 94 572
of 4
Asvimp. Sig. .oan

a. Kruskal Wallis Test
b. Grouping Yariahle: Level of education



CORRELATION

Correlation Analyze

Correlation

® Bivariate correlation:
Describe relationship btw two variables.
® Partial correlation:

Describe relationship btw two variables while controlling for
the effects of one or more additional variables.

@ Distances: (skip)
Similarities/dissimilarities btw pairs of variables/cases.



CORRELATION

E.g.:
Compute the correlation coefficient btw the household income and the price
of primary vehicle.

@ Bivariate Correlations
Watiakles:  Erev———
. MO_
& Age in vears [age] = f Houzehold income in thousands [income] |m
f harital status [marital] o & Price of primary vehicle [car]
f Wears at current address [address] i
d:l Income category in thousands [incoat] |
,{I Primary vehicle price category [carcat] ‘ » ‘
f Lewvel of education [ed]
f Years with current emplayer [employ]
& Retired [retire] ||
ol ears with currert emplover [empest] |~
Correlation Coefficients
|:| Pearson |:| Kendall's tau-b Spearman
Nonparametric Correlations L
Test of Significance
(%) Twoailed () One-tailed
[Datafetl] C:ZProgram Files'2F33Inch 3F3316% S3amplesh demo. sav
Flagy significant correlstions
[9]:4 || Easte || REeset || Cancel || Help Correlations
Househald Price of
incame in prirmany
thaousands wehicle
Spearman's rho Household income in Correlation Coefficient 1.000 998™
thouszands Si. (2-tailed)
9. (£-1alle . .oon
*
M G400 G400
Frice of primary vehicle Correlation Coefficient 993™ 1.000
Sig. (2-tailed) aon
M G400 G400
= Correlation is significant atthe 0.01 level (2-tailed).




CORRELATION

E.g.:
Compute the correlation coefficient btw the household income and the price
of primary vehicle after controlling factor age, marriage status and education.

L L ———————————————————————————————————————————————————————— e oo =
%= Partial Correlations
“ariables:
Wariables | Qptions... |
l.é Years at current add. | | y Househole- — -
- g i Correlations
d:l Income category int... | ‘ » ‘ f Price of p
ol Primary venicle price... | Household Price of
income in primary Level of
ﬁ Years with current e L confrolvarjable thousands wehicle Age inyears  Marital status education
& Feetired [retie] Contralling for. -none-4 mousehgld income in Carrelation 1.000 792 335 Rilik] 096
=UMIFCAIT TOr, ousands . .
Il rears with currert e... & Bogeinve Significance (2tailed) .0aag .0aa 336 oo
& Job satiztaction [jobs... ‘ - ‘ & hdarital ste df i} B398 G348 B398 G358
@39 tumber of peoplein .. || ﬁ Level of e Frice of primary vehicle Correlation 792 1.000 376 -.00z2 102
& wireless service wi.., |7 Significance (2-tailed) oo non 46 noa
Test of Significance of [agele] i f39a 6398 5398
(3) Twotaied () One-tailed Age inyears Correlation 334 ATE 1.000 .na3 - 126
Significance (2-failed) .o0n .ooo . 812 aoa
Pl A
Display actual significance level df 308 G398 0 G398 308
| QK _” Paste || Reset || Marital status Correlation on3 i) Kilik] 1.000 -n20
. Significance (2-failed) 836 846 8z 016
df G398 B398 G348 i G358
Level of education Correlation 096 02 - 126 -.030 1.000
Significance (2-tailed) .00n .0aoo .0a0a 0g .
df G398 B398 G348 B398 i
Age inyears & Marital Househald income in Carrelation 1.000 757
status & Lewel of thousands Lo )
aducation Significance (2-tailed) .ooo
df i} 63495
Price of pritmary wehicle Carrelation 757 1.000
Significance {2-failed) oon .
df G395 1
a. Cells contain zero-order (Pearson) carrelations.




GENERAL LINEAR MODELS

The GLM Univariate procedure

Analyze Analyze
General Linear Model Regression

Univariate Linear

In SPSS, there are two menus about linear regressions under pull-down
menu “Analyze”. The difference btw the two menus is that “Linear”
function under “Regression” treats every predictor to be continuous
variables, while in “General Linear Model”, there are options to define
categorical predictors and continuous predictors.



GENERAL LINEAR MODELS

® Factors: Categorical predictors should be selected as factors in the
model.

Fixed-effects factors are generally thought of as variables whose values of
interest are all represented in the data file.

Random-effects factors are variables whose values in the data file can be
considered a random sample from a larger population of values. They are
useful for explaining excess variability in the dependent variable.

® Covariates: Scale predictors should be selected as covariates in the
model.

E.g.:grocery_lmonth.sav

Use the GLM Univariate procedure to fit a model with fixed and random
effects to the amounts customers spent in grocery stores.



GENERAL LINEAR MODELS

E.g.:

A grocery store chain surveyed a set of customers concerning their purchasing habits.
Given the survey results and how much each customer spent in the previous month,
the store wants to see the factors.

Variable information

storeid Store id

shop for Who shop for:
1=self 2=self andspouse 3 = self and family

style Shopping style:
1 = biweekly, in bulk
2 = weekly, similar items
3 = often, what’s on sale

usecoup Use coupons:
1=no 2 = from newspaper
3 = from mailings 4 = from both

amtspent Amount spent last month



GENERAL LINEAR MODELS

Univariate: Model

E) “egetarian [veq] | - /

Dependent Yariable: Specify Model
- |, : | tladel. . _
& Heatth faod stare [hithfoad] & Amourt spert [amtspent] | |7—| () Full factorial (@) [eustar]
n ; Cortrasts
g size of Storn.a [S!ZE] Fixed Factar(s): Factors & Covaristes: bocel:
Store organization [org) &) Wha shopping for [shopfor] | | ﬂ shoptar =hopfar
i — 1
% gust;mer 18] IE’cushd] ‘ | &) Shopping style [style] | | .:_II style style
ender [gendsr] ™ | @ Use coupons [usecoup] - M usecaup _ shopforstyle
| M storeid Build Term({s)— |storeid
| Options Type: LISECOLR
Fandom Factor(s): / [Mein effects |

&5 Store ID [storeid]

B

& Univariate: Options

Cpffariatels): T g q
Univariate: Post Hoc Multiple Comparisons for Observed Mea Miuated Marginal Means
- g | Esctorcs): Post Hoc Tests for: Factor(z) artactor Interactions: Lizplay Means for;
Univariate: Profile Plots _ shopfor | style [OVERALL) |
style shopfor ol
Factors: Horizontal Axis: — |usecoup | L3 ‘ style ‘ - ‘
shopfor -» shopfar | B shopfor*style
style storeid
Separste Lines: ] LSBCaUR
USECOLR + Equal Variances Assumed
storeid |SWIE |
4 [ O=o [Jahk [ vusller-Duncan
iSEEaraiE Plats: | [ Bonterroni Tukey
-» [ sidak [ Tukey's-h [ Dunnett Display

e [ Schefte [ ] Duncan Descriptive statistics Homogeneity tests
Plots: | Eemove | Test

— [Jr-E-GaarF [ | Hochberg's GT2 [ Estimates of effect size [ spread vs. level plot
Ishopfur*style | [IrEGwa [ | Gabriel [ observed povver Residual plot

Parameter estimates Lack of fit
Equal Variances Not Assumed - -
|:| Contrast coefficient matrix |:| General estimable function
Tamhane's T2 [ | Dunnett's T3 [ ] Games-Howell [ | Dunnett's C
| Cantinue _J | cancel | | Help Significance leyel: Confidence intervals are 95.0%
| Continue _J | Cancel | | Helgp |
| Continue _J | Cancel | | Help




GENERAL LINEAR MODELS

Dependent Variable: Amount spent

Levene's Test of Equality of Error Variances®
Dependentvariablesmount spent E
S F gif1 diz Sig. k
a0 320 a0 AF1 L2
Tests the null hypothesis that the errarvariance ofthe dependent variable is equal across groups.
a. Design: Intercept + shopfor + style + shopfor * style + storeid + usecaoup E
O
2
Tests of Between-Subjects Effects =
Dependentyariablefmoynt snent -;36
Type lll Sum ) é
Source of Sguares df hMean Sguare F Sig. =
Intercept Hypothesis J3B2ET 1 J362ETY | 8219104 0an &
Errar 72713227 104 418 G447 5053 Observed Predicted Std. Residual
shopfor Hypathesis TE1142.660 2 380571.330 94.249 nna Maodel: Intercept + shopfor + style + shopfor * style + storeid + usecoup
Errar 1130619.470 280 4037 827k Estimated Marginal Means of Amount spent
style Hypothesis B4332117 2 J2166.0569 7066 0an
Errar 1130619470 280 4037 827" 550,00 Shopping style
shopfor* style  Hypothesis 12766.092 4 3161523 780 532 i i
Error 1130619.470 780 4037.927b - e
storeid Hypothesis 479152532 ag 8121236 2.011 0an E
Errar 1130619470 280 4037 827" immn
LUsecoup Hypothesis 191472817 3 R3g24 272 15 806 ann %
Errar 1130619470 280 4037.927b f
a. 539 MS(storeid) + 411 MS(Error) 2 00
b, MS(Erron §

350.00

300.00

T T T
Self Self and spouse Self and family

Who shopping for



GENERAL LINEAR MODELS

® Hays, W. L. 1981. Statistics, 3rd ed. New York: Holt, Rinehart, and Winston.

® Brown, M. B., and A. B. Forsythe. 1974b. Robust tests for the equality of variances.
Journal of the American Statistical Association, 69:, 364-367.

® Milliken, G., and D. Johnson. 1992. Analysis of Messy Data: Volume 1. Designed
Experiments. New York: Chapman & Hall.

® Neter, )., W. Wasserman, and M. H. Kutner. 1990. Applied Linear Statistical Models,
3rd ed. Homewood, lll.: Irwin.

® Siegel, S., and N. J. Castellan. 1988. Nonparametric statistics for the behavioral
sciences. New York: McGraw-Hill, Inc..

® Conover, W. ]. 1980. Practical Nonparametric Statistics, 2nd ed. New York: John
Wiley and Sons.

® Horton, R. L. 1978. The General Linear Model. New York: McGraw-Hill, Inc..



LOGISTIC MODELS

Logistic Models

@ Binary logistic model: dichotomous response outcomes
e.g.: presence or absence of an event

7 =E(y; %) logit(n) =log(n/(1-n)) = g(n) =a + X

@ Ordinal logistic model: ordinal response variable with more than two
ordered categories

e.d.: a 5-point Likert scale
g(Pry<i|X))=a,+['X, i=1.... K

® Multinomial logistic model: nominal response variables with more than two
categories

e.g.: different types of programs in school

o _PrY=iix)
APrey =k +11%)

j:a’i+ﬂ'ix, |:1, ...... ,k
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Using binary logistic regression to assess credit risk

Analyze
Regression
Binary Logistic

E.g.. bankloan.sav

If you are a loan officer at a bank, then you want to be able to identify

characteristics that are indicative of people who are likely to default on loans, and use
those characteristics to identify good and bad credit risks.

We have information on 850 past and prospective customers. The first 700 cases
are customers who were previously given loans. Use these 700 customers to create a

logistic regression model. Then use the model to classify the 150 prospective customers
as good or bad credit risks.
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Variable information

age Age in years

ed Level of education
1= didn’t complete high school 2= high school degree
3= college degree 4= undergraduate 5= postgraduate

employ Years with current employer

address Years in current address

income Household income in thousands

debtinc Debt to income ratio (*100)

creddebt Credit card debt in thousands

othdebt Other debts in thousands

default Previously defaulted

1= Yes 0 =No
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Data

Step 1: select the first 700 obs for logistic model
Select Cases

& x|

Select

& Age in years [age]

,{I Lewvel of education [ed]

& Years with current employer [emgplay]
& Years at current addrezs [address]

& Houszehold income in thousands [income]
& Debt to income ratio (1007 [debting]

& Credit card debt in thousands [creddebt]
& Other debt inthousands [othdebt] (%) Bazed on time or case range

&) Previously defaulted [default] | Range...

() Usze fitter varisble:

- |: First Caze Last Case
Observation:

Ourtput | Cortinug J| Cancel || Help

() &l cases

(1 1f condition iz satizfied

-Z:_:Z- Random =sample of cases

i Select Cases: Range

() Fitter out unselected cases

() Copy selected cazes to a nev dataset

() Delete unselected cases

Current Status: Do not filtter cases

Reset || Cancel || Help
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Step 2: Construct Iogistic model Logjstic Regression: Save

Predicted VYalues Residuals
Logistic Regression robabilties |:| Un=tandardized
Group membershi Logit

Dependent: I:‘ oup P D gt

& tge in years [age] - |£) Freviously defaulted [defaut] Influence [ studertized
i Save..
'{I Level of exucation fecl Block 1 0f 1 __=eL Cook's [] standarcizec
‘g@ YWears with current employer [emplay] — Cptions... = -
& ears at current address [address] Bt [ Leverage values [[] Deviance
g& Houzehald income in thousands [income] Covaristes: I:‘ DfBeta(s)
f Dbt to incotme ratio (x100) [dekting] age -
f Credit card debt in thousands [creddekt] ‘ « ‘ el Export model information to XML file
ﬁ Cther debt in thousands [othoeht] employ | —_—
address | | | Browse |
incame . = Inclucle the covariance matrix
tdethock: F o LR b’ .
e | =Ll I -J | Continue _J | Cancel | | Help |
Selection Yariakle: /
'Y ,
| / | " ) :
Logistic Regression: Options
Lok J[ Peste || Beset || cancal || o | Statistics and Plots
= [ Classification plots [] corretations of estimates

iLE Logistic Regression: Define Categorical Variables

Hozmer-Lemeshow goodness-of-fit [] teration histary
Covaristes: Categorical Covariates:

& Household income intho. . fedtindicatory | [ casewise listing of residuals %
‘g& “ears with current empl. ..
‘g& Age in years [age]

‘g& Credit card debkt in thow. . | « |
‘g& Cther debt in thousands. .

g& ekt to income ratio (=1 ...
g& “ears at current addres..

Display

(@) At eachstep () Atlast step

Change Contrast (LI T S5 Classification cutoff
Contrast: |Indic:at0r - | | Change Entry: Remayal aximum terstions:
Reference Category: (5) Last () First

Include congtant in modzl

Continue _J | Cancel | | Help |

| Continue _” Cancel || Help |
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Model Summary
-2 Loy Cox &Snell R | Magelkerke R Hosmer and Lemeshow Test
Step likalihood Square Souare - -
1 701.4732 137 200 Stan ChI-SD]LIEII'E of 8|g.
2 631,083 218 321 1 3.180 8 924
gk 575.638" 279 408 2 4158 g 843
4 556, 732¢ 298 436 3 B.418 g 600
a. Estimation terminated at iteration numhber 4 because parameter estimates changed by less than 001, 4 3.5956 g 381
b. Estimation terminated at iteration number 5 because parameter estimates chanaged by less than .001.
©. Estimation terminated at iteration number 6 because parameter estimates changed by less than 001,
Variahles in the Equation
95.0% C.lfor EXP{E)
o H 3
Classification Table B SE. iald of Sig. ExpiE) | Lower | Upper
Predicted Step 12 debting 132 014 89377 1 .oon 1.141 1.108 1.173
Previously defaulted Constant -2.53 195 165,524 1 .oon .0en
Fercentage Step 2P employ =141 019 63.7585 1 .0oo .BEg B36 .80z
Chearved Mo Yes Correct .
Step 1 Previously defaulted Mo 180 e 01 dehtinc 145 1B 87.231 1 .0on 1.156 1122 1192
es 137 46 26.1 Constant -1.693 214 59771 1 0on 184
Qverall Percentage 76.6 Step 3° employ - 244 nz27 80.262 1 .oon 783 743 826
> Step2  Previously defaulted Mo 43 L] 820 dehbtinc .ngs 18 23328 1 .oon 1.092 1.063 143
es 110 73 394 creddeht 503 81 38652 1 .00 1.653 1.411 1.937
Step 3 Previously defaulted E\orera” e 477 40 ;213 Constant 1227 231 28144 ! 000 293
Yes a9 a4 45'9 Step 49 employ -.243 nza T4.761 1 .00n 7848 743 829
Overall Percentage 801 address -.081 020 | 17183 1 .00o 812 887 858
Stepd4  Previously defaulted Mo 478 70 915 debting nea 019 22 &4 1 0on 1.092 1.053 1.133
ves a1 az 50.3 creddebt A73 ns7 43104 1 oon 1.774 1.495 2104
Owerall Percentage 81.4 Constant -7 252 9,890 1 .00z 453
a. The cutwvalue is 500 a Wariableis) entered on step 1: debtine.

h Wariakle(s) entered on step 2 employ.
¢ variahle{s) entered on step 3 creddeht.
d. Wariablads) entered on step 4; address.
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Step 3: identify possible outlying obs
Scatter plot: predicted probability vs Cook’s D statistics

X

.20000+

Yariables: Chart preview uses example data

& Age in years [age]
,{I Lewvel of ecducation [ed]
& Years with current employer [employ] | ) .,
& YWears st current address [sddress] 2 ;
& Household income in thousands [income] E
& Debt to income ratio (x100) [debting] E
f Credit card dekt in thousands [creddeht] %
ﬁ Cther debt in thousands [othdekt] Q
&b Previously defaulted [default] gn
qsf Predicted probability [PRE_1] ¥ E
R

150004

g@ Analog of Cook's influence statistics [CO0_1] i
s {s) (o]

o
s influence statistics

“» 10000+

Predicted probability

No categorie s (scak variabe)

Gallery | Basic Elements | GroupsPoint 0 TitlesFootnotes

Element.
Properties

T o]

Choose from:

Favorites
Eiar (o] g Cp
Ling P &0

Area
Fie/Folar
ScatterDot
Histogram
High-Lowy

T T T T
Boxplot 00000 20000 40000 60000 80000 1.00000
Dual &xes
Predicted probability

05000 o C 5

Analog of Cook

.0

QK “ Paste || Reset H Cancel || Help |
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Step 4: draw ROC curve and find the optimal cut-off point
ROC Curve

&i ROC Curve

Test Variable: W|
¢ gein years [age] | & Predicted probabity [PRE_1] =
d:l Level of education [ed] | |
‘g@ Years with currert employer [employ] » ROC Curve
g@ “Wears at current address [address]
f Houzehold income in thousands [income] State Variable: 1.00 == /
f Dbt to income ratio (1000 [debtinc] - L&J Previously defaulted [defaut] | —— —
f Credit card debt in thousands [creddebt] ]
& Cther debit in thousands [othdebt] ielvie i Stz haiidade: /
gﬁ Analog of Cook's influence statistics [C... Display i rl'ﬂ‘
ROC Curve
‘With Diagonal reference ling _r(
Standard error and confidence interval E.' 0.60 J"f
Coordinate points of the ROC Curve =
5
OH _J | Paste | | Reset | | Cancel | | Help 2 I
L] T
“ 4o J;
Area Under the Curve [E
. . - 0.20
TecstResultvariablecshPredicted probabilify [
Agymptotic 95% Confidence
Interval
=» Asymptotic 0.00
Area Std. Errord Sig b Lower Baund pper Baund 0.00 0.20 040 0.60 0.80 1.00
856 016 000 825 586 1 - Specificity
a. Under the nonparametric assumption
b Mull hypothesis: true area=0.5
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Step 5: predict credit risk

Select the rest 150 obs and compute predicted probability with model

coefficients

;.a Compute Variable

Target Yariable:

|pred

| Type & Lahel...

ﬁ Age in years [age]

d:l Lewvel of education [ed)

&9 Years with current employer [employ]
.g@ Years at current address [address]
.g& Houzehold income in thousands [income]
g& Debt to income ratio (1007 [debtine]

&9 Credit card debt in thousands [credodekt]
.g@ Cther debt in thousands [othdekt]

&) Previously defauted [default]

g& Predicted probahbility [PRE_2]

&9 Anglog of Cook's influence statistics [...

Mumeric Expression:

EXPi{-0.791-0.24 3*employ-0.081 *address+0.088*debtinc+0 57 3*creddebt) (1 +EXP(-0.791 -0 24 3*employ-0.081 *ad

dresz+0.085*debtinc+0 .5?3*creddeb't)|]

||+|

*

-

1 W
||_|| 4 || 4 ||V

| \ ||;bo||II ||‘“ ||A |

#
i

—
P

Function group:

3

Al

Arithimetic

CDF & Moncentral COF
Conversion

Current DatelTime
Diste Arithmetic

=

4]

Functions and Special Variables:

| If.. |(optional case selection condition)

Ok _” Paste || Reset || Cancel ||

Help
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Using Multinomial Logistic Regression to Classify Telecommunications Customers

E.g.: telco.sav

A telecommunications provider has segmented its customer base by service usage patterns,
categorizing the customers into four groups. If demographic data can be used to predict group
membership, you can customize offers for individual prospective customers.

&2 Multinomial Logistic Regression

g, Geographic indicator [region]

[

ﬁ Morths with service [tenure]

&. Tall free service [tollfree]

&1;. Ecuipment rertal [equip]

é-";a Calling card service [callcard]

&. Wireless service [wireless)]

@‘9 Long distance last maonth [longmon]
& Toll free last month [tolmon]

@9 Equipment [ast month [equipmon)]
f Calling card last month [cardmaon]
ﬁ’ Wireless last month [wiremon]

ﬁ Long distance over tenure [longten]
@5’9 Tall free over tenure [toltten)

ﬁ Equipment over tenure [equipten]
ﬁ) Calling card over tenure [cardten)]
f ‘Wireless aver tenure [wireten]

&5 Muttiple ines [muttine]

51‘;. Yoice mail [voice]

-

)

. Dependert:
= Modlel...
|cu3‘tcat|:|_ast:] | |¥
| Statistics... |
| Reference Category. . Criteria. |
Eactor(z): I Options... |
&-. Marital status [marital] | Save

;[I Level of education [ed]
& Retired [retive]
é;"_-; Gender [gender]

Covariaters):

& Age in years [age]

ﬁ Years at current address [address]

@& Household income in thousands [income]
a@ Years with current employer [employ]
y Mumber of peaple in household [reside]

Ok,

“ Paste || Reset || Cancel H Help ‘

Analyze
Regression
Multinomial Logistic
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Multinomial Logistic Regression: Statistics

istic Regressio

Specify Model Kaze processing summary|
) ) ) Model
() Main effects () Full factorial (O]
Pseuda R-souare [ ] cell probakities
Factors & Covariates: Forced Entry Terms:
P R Step summary Claszsification table
L reside
E incarme Model fitting informstion |:| Goodness-of-fit
|£ age [ ] Informstion Criteria [ | Monotonicity measures
M retire
I||| matital Build Terms Parameters
M e |Ir|tera|:ti|3n - | Eztimstes Confidence Interval (3%
|'_|| gender
1
5 Likelihood ratio tests
E address - |
Ii ermplay |:| Azymptotic correlations
Stepwize Terms: [ ] msymptotic covariances
reside | 43
— ]| |income Define Subpopulations
|r-.-1a|n effects = | )
age (%) Covariate patterns defined by factors and covaristes
refire
» | . e ) Covariate patterns defined by variable list below
— miarital R
ed
#
gender E
address = |£
el - !
Stepwize Method: i -
1
|F|:urward ertry b | |
il
Include interceqt in maodel |Ii
Cortinue _J | Cancel | | Help |1

| Continue J| Cancel || Helgp




MULTINOMIAL LOGISTIC MODELS

Parameter Estimates

958% Confidence Interval far Exp
iB
Customer categopyd B Std. Error Whiald df Sin. ExpiB} Lower Bound Upper Bound
Basic seriice  Intercept 18 43 ATE 1 E75
reside -.258 063 14.418 1 oon Tr3 BTT .Ba3
[2d=1] 3TE2 A37 a0.070 1 oon 43.047 16183 122.044
[ed=2] 1.9589 427 21.042 1 .oon 7.095 3.072 16.3590
[ed=3] 1.453 435 11171 1 001 4 276 1.824 10,025
[e=4] AAd 425 1.883 1 64 1.784 Fan 4123
[ed=4] oe | . . 1] . . .
address -02z2 012 3.4498 1 061 gra 956 1.001
employ -042 012 12.437 1 Jujuli] 988 G336 981
E-service Intercept -132 351 14 1 o7
reside =110 RILils] 2.761 1 097 BAG yar 1.020
[ed=1] 1.6482 A48 10938 1 001 4,913 1.913 12.619
[ed=2] 4462 348 1717 1 480 1.471 e 3.087
[ed=3] 432 345 1.948 1 163 1.620 823 3.188
[ec=4] -0az 326 a0 1 Tra 812 481 1.728
[ed=5] ot | _ 0 _ _ _
address 014 011 1.860 1 ATF3 1.015 893 1.037
ermploy - 016 111 1.969 1 61 884 JHE2 1.006
Flus senice Intercept -1.732 ATZ 9173 1 ooz
reside -173 067 6583 1 010 A4 Tar 860
[ed=1] 418 B432 45173 1 .oon 5,032 21.301 264,298
[ec=2] 2678 ABZ 22.730 1 oon 14.854 4,340 43,763
[ed=3] 2126 RaYiit] 13.952 1 .oon 2.3 2747 254873
[ed=4] 1.049 RaYiit] 33499 1 B4 2.8585 936 g.ros
[ec=5] L . ] . . .
address Rulili] 011 am 1 830 1.000 arg 1.021
ermploy 004 11 H3z 1 4049 1.009 428 1.031

a. The reference category is: Total service.
h. This parameter is setto zero hecause itis redundant.



ORDINAL REGRESSION

Using Ordinal Regression to Build a Credit Scoring Model

gPriy<i|X))=a, +8'X, i=1...k

Link function. The link function iz a transformation of the cumulative probabilities that allows
estimation of the model. Five link functions are available, summarized in the following table.

Furuction Farm Typical application

Lagit logl g £ (1=K Evenly distributed categores
Complementany log-lag logr-log1-ET Higher categones more probable
Megative log-log =logr-lagikn Lower categones more probable

Probit == Y Latent wanable iz nomally distributed
Cauchit (inverse Cauchy’ taniik-0.57 Latent wanable has many extreme walues

E.g.. german_credit.sav

A creditor wants to be able to determine whether an applicant is a good credit risk, given various
financial and personal characteristics. From their customer database, the creditor (dependent)
variable is account status, with five ordinal levels: no debt history, no current debt, debt payments
current, debt payments past due, and critical account. Potential predictors consist of various
financial and personal characteristics of applicants, including age, number of credits at the bank,
housing type, checking account status, and so on.
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Analyze

Regression
Ordinal

% Ordinal Regression

% Ordinal Regression: Options

lterations
Wlaximum iterstions:

Waximum step-halving:

Parameter convergence:

& Credit amaunt [camt] i
ol Instalimert rate [instrate]
d:l Residence length [residlen]
,;[I # weho wvill be liable [numliak)

% Reason for loan [reason]
,{I Saving plus bonds [savngs]
,{I Length employved [lenemp]
% Perzonal status [perstat]
ol Cther debtors [othdstt] b

ol checking status [chks] |_

Dependert:

& Account status [chist]

Factor(s)

d:l # of existing credits [numcred]
& Cther installment debts [othnstsl]
&) Housing [housng]

Covariatels)

ﬁ Age in years [age]
& Duiration in months [durstion]

Confidence interval:

Singularity tolerance:

Log-likelihood convergence: |D

oo

b |

\oooooot |

s %

\o0oo0o001 |

Link; |Cauch'rt - |

Cortinue J |

Cancel

| | Help |

% Ordinal Regression: Output

Reset || Cancel || Help

Display

[ [print iteration history for every| stepls)

Goodness of fit statistics

Summary statistics

Parameter estimates

|:| Asvmptotic correlstion of parameter estimates
|:| Asymptotic covariance of parameter estimates
|:| Cell infarmatian

Test of parallel lines

Sawved Variables
|:| E=timated response probakilties
Predicted category

|:| Predicted category probahility
|:| Actual category probakility

Print Log-Likehhood
(3 Including muttinamial constant

() Excluding muttinomisl constant

Cortinue J | Cancel

Helg




ORDINAL REGRESSION

Goodness-of-Fit

Model Fitting Information Pseudo R-Square

ST Chi-Sgquare df Sig. Cox and Snell 369
Mogel Likelihond __ Chi-Square Sig. Pearson - 3dbreas 313 o Nagelkerke 407

= Cintercept Only 2249.888 Deviance 1680.382 | 1.000 '
Final 1790.028 459.860 g .0an Link function: Cauchit. cradden it

Link function: Gauchit. Link function: Cauchit.

Parameter Estimates
95% Confidence Interval
Estimate  Std. Error Wald df Sig. Loweer Bound  Upper Bound
Threshold  [chist=1.00] -9.356 1.432 42 /89 1 .ooa -12163 -6.5449
[chist=2.00] -5.232 489 28.010 1 .aoa -7.168 -3.294
[chist=3.00] -.552 433 .3a0 1 A54 -2.382 1.277
[chist=4.00] 432 429 216 1 642 -1.388 2.254
Location a0e 016 .nog 3.393 1 65 .ooa .03z
duration -013 oor 3.012 1 083 -.0z8 ooz
[numcred=1.00] -2.616 729 12.867 1 .ooa -4.046 -1.187
p [numecred=2.00] 817 Foz 1.353 1 245 -.560 2193
[numecred=3.00] 2.002 440 4533 1 033 1549 3.845
[numcred=4.00] na 1} .

[othnstal=1.00] -1.247 237 28.113 1 .ooa -1.721 -.792
[cthnstal=2.00] -1.03 384 8424 1 .oo4 1727 -.334

[othnstal=3.00] o ) n
housng=1.00] -275 ATT 433 1 ABS -1.014 464
(housng=2.00] 043 320 024 1 878 - 57T BTG

[houshg=3.00] nd . . 1}

Link function: Cauchit.
a. This parameter iz setto zero hecause itis redundant.




LOGISTIC MODELS

® Hays, W. L. 1981. Statistics, 3rd ed. New York: Holt, Rinehart, and Winston.

® McCullagh, P., and J. A. Nelder. 1989. Generalized Linear Models, 2nd ed. London:
Chapman & Hall.

® Cox, D. R., and E. ). Snell. 1989. The Analysis of Binary Data, 2nd ed. London:
Chapman and Hall.

® Hosmer, D. W,, and S. Lemeshow. 2000. Applied Logistic Regression, 2nd ed. New
York: John Wiley and Sons.

® Kleinbaum, D. G. 1994. Logistic Regression: A Self-Learning Text. New York:
Springer-Verlag.

® Norusis, M. 2004. SPSS 13.0 Advanced Statistical Procedures Companion. Upper
Saddle-River, N.).: Prentice Hall, Inc..



Advanced Models

30 May Friday 10am-12pm

Training Room @ Library Level 5

Curve Estimation
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